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‘ Ontology Engineering

= How to develop and maintain large complex ontologies?
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‘ Ontology Modeling vs. Learning

= Traditional ontology engineering
approach

a

Project:
Form team of ontology and domain
experts

Ontology & domain experts:
Collaborative manual modeling
process

Domain experts:
Verify ontology against domain
knowledge

Ontology experts:
Verify ontology against syntactic
and semantic quality measures

= EXxpensive and time-consuming
approach

Ontology learning approach:

a

Domain experts:
Find representative domain text

Tool:

Extract candidate classes,
individuals and properties
automatically from domain texts

Ontology & domain experts:
Verify candidate structures and
complete ontology

Can also be used to verify domain
quality of existing ontology

Cost-effective approach
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‘ Ontology Learning Basis

= People communicate using domain-specific concepts
= People document using domain-specific concepts
= Ontology learning: Extract ontology structures from written documentation

@

\ ({JO\\

Realm of
ontology engineering

& »
<« »

Ontology in use Realm of
ontology learning

= Requirements:
o Documents representative for domain terminology
o Documents cover all the terminology
o Well-defined and consistent use of terminology in domain
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Ontology Learning Process

> Linguistic > Ontologically > Statistical > Ox p Restrictions
p

reprocessing structured extraction Conditions
indices Rules
Etc.
Domain text O
Ontology

Reference set  Ontology patterns

Automatic extraction of ontology candidate structures Manual verification of candidates and completion of ontology
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Levels of Ontology Learning

Degree of
difficulty

| V' x,y(manager(x,y) — report(y,x))
FINANCE(ag:SPONSOR, go: PROJECT)
is_a(MANAGER, EMPLOYEE)
PROJECT

(leader, manager, lead)

sponsors, costs, charter
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‘ Ontology Learning Strategies

= Term extraction = Relations
o Linguistic analysis
o Statistical analysis
= Synonyms

o Association rules
o Concept vectors

o Classification-based techniques = Rules

o Distribution-based techniques a  Structure recognition for meta-
= Concept formation property recognition

o Structure recognition o Dependency trees and path

o Keyphrase generation similarities

o Instance learning
= Concept hierarchy

o Clustering
Lexico-syntactic patterns
Head-modifier approaches
Subsumption approaches
Classification-based techniques

O 0 0 O
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Excamples:
L earning Classes, Indwiduals and

Relationships

Core techniques for ontology learning

Domain: Movie industry
Web data sources: IMDB, Videoload, Wikipedia, etc.
Resulting ontology: Semantic search application
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Keyphrase Extraction for Learning Classes

Scope planning is the process of progressively elaborating and documenting
the project work (project scope) that produces the product of the project.

A

Scope/NNP planning/NN is/VBZ the/DT process/NN of/IN progressively/RB elaborating/VBG
and/CC documenting/VBG the/DT project/NN work/NN (/( project/NN scope/NN )/) that/ WD T
produces/\VVBZ the/DT product/NN of/IN the/DT project/NN ./.

A

POS tagging

Scope planning is the process of progressively elaborating and documenting

Stopword removal the project work (project scope) that produces the product of the project.
(571 words)

~A

Scope plan process progress elaborate document project work project scope

Lemmatization/stemming produce product project
(POS tags not shown) <
Select consecutive nouns {scope planning, process, project work, project scope, product, project}
as candidate phrases

A

{(scope planning, 0.0097), (project scope, 0.0047), (product, 0.0043),
(project work, 0.0008), (project, 0.0001), (process, 0.0000)}

Calculate tf.idf score for phrases

tidf = tf - log ( |2l )
|(d; D t:)]
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‘ Classes Relevant to the Drama Genre

= Keyphrase extraction

|GEHRE: drama

| [uce [=] technique

Include Tields:
’VD Genre I:‘ Feyword I:‘ Director I:‘ Actors

[ Titre

= Noun phrases ranked

[ ] Tokens NP [ ] Fulitess

IList prominent terms

according to various

oexute

statistical measures

o= [ 20.0: murder (HFTEXT)
o= [ 27.0: night (NFTEXT)
O= [ 37.0: people (NFTEXT)
o= [ 26.0: sister (WFTEXT)
o= [ 34.0: killer (NFTEAT)

L]

9 [ 24.0: police (NFTEXT)
D police
[y werexr
[y traidg: 12051533
[T} 1egttdfa: 0 55408307
[0 sartrr aragr: 3. 2512762
[Ty sqeter1ogidindtrt avaraos
[ trisa
[} or:2e
[ oFs: 82

o= [ 23.0: job (NPTEXT]

o= [T 22.0; money (NFTEXT)

o= [T 32.0: greup (NPTEXT)

o= [[] 22.0: arder (NPTEXT)

o= [ 22.0: yok (NP TEXT)

o= [ 21.0: ray (NFTEXT)

o= [ 20.0: agent (WP TEXT)

o= [ 20.0: dream (HPTEXT)

o [ 20.0: jack (NFTEXT)

» ¢ []34.0: police (NPTEXT)
D police
[y NPTEXT
D tfdf/dg: 18.961538
Y 1ogtfdfg: 0.85400397
[ sqrgtiyatidgt: 3.2518768

[ sqrictfylog(dtrdfg)1.4787608

STATUS: Done in 3737 ms. Found 11234 terms.
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‘ Pattern Matching for Learning Individuals

ks = Using structural information

jostne: sams | [wos [] (headings, keywords, etc.) to

"Include fields:

[1eenre [ keyword [] Director [ ] Actors  [¥] Title [] Tokens [ ] HF [ ] Fulltest recognlze mOVIe InStanceS

T <] | = Instances ranked according to
various statistical measures

[¥]

o |j 1.0: lords of dogtown (2005 (TITLE)

- |j 1.0: lost and delirious (20013 (TITLE)

L |j 1.0: lost in translation (2003 (TITLE)
[ 1ost in transiation (2002

IRR:

[ tridg: 1.0

@[] 1.0: lost in translation (2003) (TITLE)
%'qﬁﬁ;w j lost in translation (2003)

% inrf(:f)"log(df.fdfgj:D.D D TITLE

sl | trdtidg: 1.0

o= |j 1.0; lowe & =ex (20000 (TITLE)
o= [ 1.0: lawe actually (2003 (TITLE) 3 lﬂgﬁdfg 0.0
o= [ 1.0: lusky number slewin (2008) (TITLE) D 5']r-(tnf)*,dfdfd,gfr 1 11:]

[ |j 1.0: lowely & amazing (20011(TITLE)
o |j 1.0: lucia v el sexo (20013 (TITLE)

o |j 1.0: lunes al =ol, los (20023 (TITLE)

L |j 1.0: luzhin defence, the (2000 (TITLE) j sq(wlag(dfidfg)-u -n

Q—|j1.0:ma|a educacion, la (2004 (TITLE)

|'.I-|j1.0:maleuolence(‘2004\l'ii)(TITLE) j TF: 1
D-|j1.0:manwho wried, the (20000 (TITLE)

o= 23 1.0: man whao wasn't there, the (2001 (TITLE) D DF 1
o= 23 1.0: maniacts (20011 (TITLE)

o= |j 1.0: maquinista, el (2004 (TITLE) E

STATUS: Done in VE6 ms. Found S05 terms.
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Learning Relationships (Properties)

D (q,*dy)

i=1

Concept profiles

sim(q, d)= - =(ﬂ)°(£)
\/zqiz ) \/gdiz i

i=1

i

Association rules
X=Y, where X c1,Y c1, X nY =0

A rule x =y holds in the transaction set D with
confidence c if c% of the transactions in D that
contain X also contain Y. The rule x =Yy has
support s in the transaction set D if s% of the
transactions in D contains X UY .
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‘ Learning Class Relationships

T o |-| = Association rules on
s extracted concepts

I:‘ Genre I:‘ Fewmord D Director D Actors I:‘ Title D Tokens HF I:‘ Fulltesxt

lFind aszociation Rules(Tearms) |V| | ecexute |

o || 2 tamily Tl
o= =5 2: job N
o m 2 order

T D2: police » D Z -
D [detective, partner] -= palice (1.006 ) ? 2' P¢|I¢ e

&DZD[hWI s peletimETER) D [detective, partner] -> police ( 1.0/8)

o= [ 2: thing

S ) 1 gt D [city, officer] -> police ( 1.1428572/8 )
o= |j 10 boy

o= |j 1 cop

o= |j 1: daughter
o= [ 1: death I
- |j 1: detective
o= =5 1: i

-2 |j 1: good friend
u-m 1: high zchool
- D 1: home

= |j 1: john

o= [ 1: killer
u-|j 1 maovie

o= |j 10 officer

L o |j 1. other

o= |j 1: partner I
ﬂ-m 1: revenge
-2 |j 1 zummer B

STATUE: Done in 10094 m=.
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Extract from Police OWL Declaration

i

< Police rotege 3.3, le:\C:\Documents an ettings\.Jon

— <rdf: RDF xml:hase="http {fwrwrw. owl-ontologies. comy,

t
File Edit Project QWL Code Tools ‘Window Help

<owl: Ontology rdf: about=""r>
<owl: Class rdf: TD="F clice"f=>
<owl: Class rdf: ID="Partner"i=
<owl: Class rdf: ID="Detectrre"/>
<owl: Class vdf: ID="0Otfcer" >
<owl: Class vdf: ID="City' =
<owl: SyimetiicProperty vdf: ID="related">
<rdf: type rdf:resource="http ffwrwra w3 org200
— <rdfs:range>
— <owl: Class=
— <owlumonOf rdf:parse Type="Collection”
<owl: Class rdf: ahout="#Detectrve"/>
<owl: Class rdf: about="#Partner"/>
<owl: Class rdf: abont="#ity"/=
<owl: Class rdf: about="#Cficer"/ =
<fowl:mmionOf =
<fowl: Class=

<frdfs:range>

<rdfs: domam rdf:resomrce="#Detectrve" =

<fowl: SvinimetricProperty>=
<frdf: RDF=

B

OEE + BB ¢ e < P @protégé

| & Metadata (JAGOntDIDgy1.0w|)| O OWLClasses | M Properties " & Individuals ” — Formsl

SUBCLASS EXPLORER mjy CLASS EDITOR

For Project: & For Class: @ | Police finstance of owl:Class) [ Inferred Wiew
o ~
Asserted Hierarch B4 If‘: % g Q}' @ EE E
owl: Thing Property Walue
. Palice =1 rdfs:comment
() Detective
. Partner
- City
i i) Officer
TGee
owl: Thirg
Tenne
ol | <] m |
‘ v 68 |3 9 | B (=] () Logic Yiew () Properties Yiew
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‘ Learning Relationships between Movies

2 LoUIE Lo |toue [ [[=1[
Menu henu

|GENRE: drama | |IMDEI |v| |GEHRE:drama | |IMDB |"|
~Include fields: rInclude fields:

‘ [Joenre [ ] Keyword [ | Director [ ] Actors [ ] Title Tokens || NP [ ] Fulitest [Jeenre  [] Keyword [[] birector []actos  [[] Title Tokens [ NP [] Futitext
|Find similar documents (Wectar similarity) |v| | ecexute | |Fi|'l‘:I asseciation Rules (Films) |'| | ecexute |

T el I U I R T Py
= [ lurds of dogtown (2005) Seore: (0.11104892) ; IMDE: (342) El o= 3 andicing lave FPO0 b

Movies related to "Lost in Translation” and confirmed by both methods:

"Far from heaven” (2002)
"Kaho naa... Pyaar hai” (2000)

Can choose how techniques are to be combined

- ucky number slevin i ¥ ¥
- |j lucia y el sexo (20013 Score: (0106382637 ; IMDB: (040)

- |j lunes al zol, los (2O02) Score: (0104759947 ; IMDB: (0522

- |j luzhin defence, the (20000 Score: (0 ADSEET 1) IMDB: (040)

- |j mala educacidn, la (20049 Scare: (0411773177 IMDE: (DA

L |j malevalence (2000 Score: (0 10TE2625) ; IMDB: (0J0)

[ |j man who cried, the (20007 Score: (01038217 ; IMDB: (0/40)

o |j man whowasn't there, the (2001 Score: (0. AD5TI1264) ; IMDE: (O/2)

o o= [ 2: blow (2001}

o= [ 2: eriminal (200

o= [ 2: dinner rush (20009

o= [ 2: dummy (2002

o= [ 2: elephant (2003

[ |j 2:farfrom heaven (2002

[ |j 2: girl with a pearl eaming (2003)
o= [ 2: hooligans (2005)

L |jmaniacis(‘20l2l1)Score:(D.HQEISmS);IMDEI:(D.!?) = -
|‘| M | | |_ o= [ 2: house of mirth, the (2000} =
STATUS: Done in 7532 ms. Owerall average: 010472425 IMDE: T3/801 STATUS: Done in 5531 ms.

Concept vector similarities Association rules
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Extract from OWL Generation

<& LostInTranslation Protége 3.3.1

{fille:\C:\Documents? 20and® 20Settings\Jon% 20Atle% 20GullaMy® 2000cu. .. |~ |[01)[B3)

— <ridf: EDF xyal:base="httpfwrwrw. owl

Eile Edit Project oWl Code Tools Window Help

<owl: Ontology rdf: about=""/~
<owl: Class rdf: ID="{owie"/ >

ODEH + 86 ¢9 e iae

B e

<Cé,w'otégré

— <owl: SymmetricProperty vdf:ID="

| & Metadata (JAGONtology2) || 0 OWLClasses || ] Propertiesl @ Individuals l = Fc-rrns|

<1 [lf.t:gr']]l?! l[]f.lESl]lll ce= httpﬂ For Project: 4 LostInTranslation For Class: (0 Movie For Individual: 4 | Lost_in_translabion 2003 | (instance of Mavie)
<rdfs: domam rdf:resomrce="# -, [Asserted [inferred -
=7 lf I . ]f' . . _"#M Class Hierarl:hy 4a SsEre II'IFBI’I’Bd| Ij ﬁ: @ EE
rifs:range rdf:resource= o D owiThing s 6w % 6| [Propeny vale
=owlmverseOf rdf:resource="# - ®wmove (2 @ Far_from_heaven_z002 =3 rdfs:comment
<fowl: SyrumeticProperty=> 4 Kaho_naa_pyaar_hai_2000
. Lost_in_translation_2003
— <Mlovie rdf:ID="Far from heaven Ll B
— <related=
— <Movie rdf:ID="Lost_in_tran
— <related=
{_ ; " related & Qp *
— <Movie vdf:ID= Kaho_ 4 Far_from_heaven_z002
srelated rdf:resource @ Kzho_naa_pyaar_hal 2000
=/MhIovie=
zfrelated=
<related rdf:resomrce="#F ‘ mr
=hIovie=
d:J'Il'ElﬂtE[l:} ;sserted Types Q: ‘
R Mawie
=] =
Movie & . | 5 < . 51
=hdf:RT)F= | H % s & €
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‘ Quality of Class Learning

Evaluation Procedure

= Extracted candidates from project management domain (PMBOK):
o 50,600 tokens (ca. 130 pages)
o Generated candidates for each area (chapter)

= Constructed ontology from candidates (with help from STATOIL employee)

= Built an alternative ontology manually (with help from another STATOIL employee)
= Compared quality of two ontologies for domain representation

= (Compared quality of two ontologies in ontology-driven (semantic) search)
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‘ Results for Class Learning Evaluation

= Domain representation:

: \ A AT _ . - Semi-automatically constructed
P bR e e ebe e UL DRI D b e nep fhat ek fhitiitioolll  ontology for project management

{ |
1 | |

Classes Hierarchical levels  Very good classes Acceptable classes
Semi-automatic 106 3 73 (79%) 33 (21%)
Manual 142 5 122 (86%) 20 (14%)

o 62 (58% of semi-automatic ontology) classes identical
o Tool-generated ontology:

=  Slightly smaller, with less abstraction levels

= Almost as good as manually built ontology

=  Substantially faster to build

= Easy to improve further
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‘ Quality of Relationship Learning

= Experiment with Statoil’s project management standard (PMI)
o Generated class relationships based on PMBOK
o Quality of relationships verified by project management experts

o Comparison between association rules and concept vector
similarity

= Result of evaluation

80
70

60

50
K 40

30

e

0 - | |
Relations only from Relations only from Relations from hybrid
association rules concept profiles technique

‘— Highly related —— Related —a— Not related ‘
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‘ Conclusions

= Ontology Learning is the discipline of automatically or semi-automatically
constructing ontologies

= Challenge to construct and maintain search ontologies

= Numerous learning strategies
o Classes
o Individuals
o Relationships (properties)
= Ontology learning produces an intial fragmentary
OWL model
o Manual verification and correction
o Manual completion of missing parts
o But: Quality of techniques improving

= Ontology learning a complement to traditional ontology
engineering methodologies
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